
296 IEEE JOURNAL OF OCEANIC ENGINEERING, VOL. 25, NO. 3, JULY 2000

Detectability of Low-Level Broad-Band Signals
Using Adaptive Matched-Field Processing with

Vertical Aperture Arrays
Newell O. Booth, Ahmad T. Abawi, Phil W. Schey, and William S. Hodgkiss, Member, IEEE

Abstract—Alerted detection of low-level broad-band signals
using adaptive matched-field processing (MFP) is illustrated in
results from a shallow-water experiment carried out 12 km west
of Point Loma, CA, in 200-m water of complex bathymetry. A
118-m vertical line array was deployed next to an identical line
array tilted at 45 degrees. Array gain and signal excess for each of
the arrays with linear and adaptive broad-band MFP is measured
and compared using a low-level (118 dB//1 Pa2/Hz) broad-band
signal from a towed source. Surface/submerged classification was
achieved at the minimum detectable level due to the depth resolu-
tion obtained with MFP. The results are compared qualitiatively
with adaptive plane-wave beamforming on a horizontal line array
deployed nearby.

Index Terms—Array performance, array processing, detection,
matched-field processing.

I. INTRODUCTION

ONE OF THE MOST challenging passive acoustic under-
water detection issues is achieving a high probability of

detection of low-level undersea sound sources in large shallow-
water areas with cost-effective systems. Combinations of the
following factors make the passive shallow-water acoustic de-
tection problem particularly difficult to achieve with an afford-
able system.

• Sources of interest are usually extremely quiet.
• Littoral waters are typically cluttered with surface ship-

ping interference, making both detection and classification
difficult.

• Propagation in littoral waters is complex and lossy com-
pared to the open ocean.

• Acoustic noise and propagation conditions vary tempo-
rally, spatially, and geographically.

This paper describes the potential of passive acoustic de-
tection, classification, localization, and tracking at a min-
imum detectable signal-to-noise ratio (SNR) using arrays with
both horizontal and vertical aperture and broad-band adaptive
matched-field processing (MFP). Feasibility was demonstrated
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using a towed source in a controlled shallow-water (200 m)
experiment which was conducted in an area of moderately
high shipping west of Point Loma near San Diego, CA. The
experiment used vertical and tilted vertical arrays to demon-
strate and measure:

• alerted detection of a towed broad-band acoustic source
at frequencies up to 250 Hz at ranges to 4 km with input
SNR approximately 20 dB;

• localization and tracking in range, depth, and azimuth.
MFP is a generalization of beamforming where the propa-

gation model for the energy arriving on an array of sensors is
extended beyond plane and focused acoustic waves to include
the multipath propagation occurring in ocean areas. It has been
an active research area for the last 25 years since Bucker [8] for-
mulated the approach where modeled and measured signals are
correlated and a perfect match is measured by 0-dB correlation.
MFP applications [13], [28], [32] localize sources of acoustic
energy in range, depth, and bearing and require an accurate
propagation model as well as knowledge of the array shape and
the propagation parameters (sound speed profile, bathymetry,
geoacoustic model). An overview of the development of MFP
methods as applied to ocean acoustics, published by Baggeroer
et al.in 1993 [3], summarizes the early experimental, modeling,
and theoretical developments and describes the adaptive and
linear processing approaches used in this paper. Additional his-
torical perspective is provided by Ianniello [22].

Early work used high-level narrow-band source signals to
determine the sensitivity of the MFP output and localization
to the accuracy of the array shape and propagation param-
eters. The narrow-band results indicated that correlations
between modeled and measured signals of better than1
dB were achievable, but that high sidelobe levels prevented
unambiguous localization. Broad-band signals and frequency
averaging were first suggested as a method of reducing the
sidelobes by Baggeroer [2] in 1988. Simulations illustrating the
improvement in peak to sidelobe ratio were published by Smith
[29] in 1992. The first broad-band experimental results were
reported by Westwood [31] that same year when he examined
coherent and incoherent frequency combination methods in
deep water for broad-band (55–95 Hz) signals. The results
illustrated an improvement in the peak-to-sidelobe ratio for
most combination methods. Other more recent experiments
[7], [23] in different areas with multitone and broad-band
signals demonstrated that signal bandwidth reduces sidelobe
ambiguities obtaining unambiguous source tracks.
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TABLE I
TABLE OF ABBREVIATIONS

The application of MFP to detection and localization involves
searching in range, depth, and bearing while assuming the
array shape and propagation parameters are known. Sidelobe
reduction is very important in the detection problem to prevent
the sidelobe energy of loud interfering surface ships from
masking the signal of most interest which is several orders
of magnitude quieter than the interferer. Sidelobe effects are
additionally mitigated by using adaptive MFP [3], [6], [12],
[25] which minimizes the beamformer energy subject to the
constraint that a signal that matches the modeled steering
vector is passed without loss.

The objective of this paper is to present experimental results
which demonstrate the feasibility of achieving detection and lo-
calization of low-level submerged acoustic sources in shallow
water. Development issues such as unalerted search, array el-
ement localization, environmental measurement, and operator
loading have been postponed to focus on the goal of determining
if the performance improvement obtained is sufficient to warrant
the investment required to solve them.

The SWellEx-96 experiment and the processing methods are
described in the next two sections. The potential of adaptive
MFP is then illustrated using a tilted line array (TLA) with

adaptive MFP. This array and processing combination resulted
in the largest signal excess for the low-level signal. After in-
troducing range-time and bearing-time record display formats,
the noise directionality in the range, depth, and bearing search
space is described. The local SNR, estimated by filtering of
the range-time and bearing-time records, is used as a detec-
tion statistic to obtain a display that illustrates the detection
of weak signals. Classification of the source as submerged is
illustrated by examining range-time records which are focused
at different depths. A track cell spectrogram is also generated
by focusing on the source track as it moves in range, depth,
and bearing.

The array and processing comparisons section compares the
detection performance of the co-located tilted and vertical arrays
with both linear and adaptive processing. Qualitative compar-
isons of the MFP results with the traditional plane-wave beam-
forming (PWB) approach using a horizontal line array (HLA)
are also presented. The last technical section defines quantitative
measures of MFP detection performance presenting estimates of
array gain, detection threshold, and signal excess achieved for
the various arrays and MFP methods evaluated. Table I lists the
abbreviations used.
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(b)

Fig. 1. (a) SWellEx-96 experiment site showing the FLIP and AODS arrays.
The source track and surface shipping tracks for the 1 h of event S48 are also
shown. (b) The VLA and TLA are shown to scale as deployed from FLIP. A
typical sound speed profile is also shown.

II. SWELLEX-96 EXPERIMENT

The SWellEx-96 experiment was conducted between May
10 and 18, 1996, approximately 12 km from the tip of Point
Loma near San Diego, CA [1], [7]. The location, bathymetry,
and sound speed profile of the site are shown in Fig. 1. The
acoustic sensors deployed in SWellEx-96 included:

• a vertical line array (VLA) and a tilted line array (TLA),
deployed by the FLoating Instrument Platform (R/P
FLIP);

• the All Optical Deployable System (AODS) consisting of
two HLA’s installed on the sea floor; the northern AODS
array was designated AODS-N while the southern array,
AODS-S, was not used in this analysis.

The MFP results reported in this paper were obtained from
the VLA and TLA arrays deployed from R/P FLIP at the po-
sition shown in Fig. 1(a). Each of these arrays [20] consisted
of 64 calibrated hydrophone elements, equally spaced at 1.875
m over a 118.1-m aperture and sampled at 1500 Hz. The ar-
rays were deployed in the configuration shown in Fig. 1(b) with
the TLA tilted toward FLIP at an angle of45 and a heading

TABLE II
EVENT S48 SOURCESIGNALS, 12 MAY, 1996, 2245–2345

of 111 relative to true north. Processing results from the TLA
used every third element forming a 22-element subarray with a
spacing of 5.625 m. Results from the VLA used a similar sub-
array with 21 elements. The 15th element from the array bottom
was omitted because it was not functional. The water depth at
FLIP was 216 m. A sound speed profile taken the day of the
event is also shown in Fig. 1(b).

The PWB results reported in this paper were obtained from
the AODS-N HLA deployed 1.5 km south of FLIP. The data
analysis used 28 elements, sampled at 3277 Hz, spread aperiod-
ically over a 240-m horizontal aperture. The array was slightly
curved with a 15-m total displacement from a straight line.

Fig. 1(a) also shows the tracks of surface ships during event
S48. The tracks were obtained from a video recording of the
radar mounted on FLIP.

A J15-3 acoustic source, towed from the R/V Sproul, trans-
mitted various broad-band and multitone signals at frequencies
between 50 and 400 Hz. For the results reported in this paper,
R/V Sproul drifted in a quiet mode with the source deployed
at a 56-m depth over the track labeled event S48 in Fig. 1(a).
The range varied between 4 and 5 km from the FLIP arrays and
between 2 and 3 km from the AODS-N array. Event S48 was
conducted on May 12, 1996, between 2245 and 2345 GMT.

During this 1-h event, the source transmitted the series of
signals shown in Table II. During the first and last 5 min of the
1-h period, the source transmitted nine high-level narrow-band
tones which were used to measure array signal gain. A
100–400-Hz broad-band signal was transmitted at a decreasing
source level between the narrow-band transmissions. During
the 5-15-min period, the broad-band signal was transmitted at
high level ( 142 dB// Pa /Hz) to allow accurate measurement
of the received level and spectrum. This time period is called
signal BB1. The same broad-band signal was attenuated by

12, 16, 20, and 24 dB to generate signals BB2 through
BB5 for the time periods listed in Table II.

The element-averaged TLA spectrogram is shown in Fig. 2
where only the highest level (BB1) signal is seen. The horizontal
white lines indicate the times when the lowest level signal, la-
beled BB5, was transmitted. The subject of this paper is the de-
tection, localization, and measurement of the signal excess ob-
tained with these low-level broad-band signals on the arrays.

III. PROCESSINGMETHODS AND PARAMETERS

This section describes both linear and adaptive matched-field
and plane-wave processing methods which are used on various
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Fig. 2. Event S48 spectrogram obtained by averaging individual spectrograms
for the 22 elements used in processing the TLA. The median level of the
entire gram is 74 dB//�Pa /Hz. The table at the far right summarizes the
signals transmitted during the event. The signals are described in more detail
in Table II.

arrays in this paper. The linear processor is fundamentally
an unshaded frequency-domain beamformer. The adaptive
processor, also implemented in the frequency domain, adjusts
the beamformer weights to minimize the contribution of
interfering signals to the beam output, subject to the constraint
of maintaining the response for signals that match the steering
vector. Both processors can be implemented with plane-wave
or matched-field steering vectors. The plane-wave beamformer
calculates steering vectors for an angular search space using
a plane-wave (or focused plane-wave) model for the signal
arrivals. The matched-field processor differs in that the steering
vectors are calculated in a search spaceof range, depth,
and azimuth using a propagation model that accounts for
the complex multipath structure present in the acoustic field.
Matched-field steering vectors are often called replicas or
replica vectors.

The frequency-domain processing approach is described
in Section III-A followed by a description of the means of
calculating the linear and adaptive processing weight vectors.
The modeling approach used in calculating the replica vectors
is described in Section III-C. Section III-D describes the
processing parameters chosen and discusses the issues involved
in the choice of the parameters.

A. Narrow-Band and Broad-Band Processing

Each seconds of data from elements was Fourier an-
alyzed with a Kaiser–Bessel window [19] with 50% overlap to
form a -element data vector for each frequency
and time . The cross-spectral matrix (CSM) was esti-

mated [5], [18] by averaging outer products of the data vec-
tors for the duration of an epoch

(1)

where * indicates complex-conjugate transpose. The specific
processing parameters for the various arrays are listed in Table V
in the last part of this section along with a discussion of the is-
sues involved in the choice of the duration of the fast Fourier
transform (FFT) and the epoch.

For each position in the search space, the processor es-
timates the normalized cross correlation of the received data
with weight vectors . For each time and frequency , the
narrow-band correlation was calculated using

Tr
(2)

where the trace of the CSM is given by

Tr

(3)

is the input signal-plus-noise power averaged over
the elements and over the epoch. The correlation is then the
output power

(4)

normalized by the element average input signal-plus-noise
power

(5)

The frequency combination process which maximizes the
output SNR for any wide-bandwidth signal with known power
spectral density ( ) in a noise background with noise
power spectral density ( ) is an Eckart filter [9, p. 376],
[15]. The output is given by

(6)

While the detailed shape of the source power spectral density
is not necessarily known, it is known that both ship

and oceanic noise typically decrease with increasing frequency
[9, p. 344]. For the purposes of this paper, we assume that the
signal-to-noise spectrum is independent of frequency over the
band of interest

(7)

obtaining

(8)
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In addition, since detection systems are optimized for low SNR
targets, we assume that and put
in (5). Under these assumptions and using (4), we obtain a pro-
cessor with an output proportional to the frequency-averaged
correlation

(9)

The broad-band output presented in this paper is the processor
described above and was obtained by incoherently averaging the
correlation estimate over frequencies

(10)

The frequency-averaged correlation has the following additional
physical interpretations.

• When focused on a source with a high input SNR (
and ), correlation averaging nor-
malizes for signal amplitude variation over frequency pro-
viding a result that is the frequency average correlation be-
tween the measured CSM and the weight vector. The fre-
quency-averaged array signal gain degradation (ASGD) is
given by [7]

ASGD

(11)
ASGD was estimated before and after the broad-band sig-
nals were transmitted using linear MFP and averaging
only the bins with high level tones.

• When focused where no source signal exists and
Tr , the output is an estimate of the
frequency averaged array noise gain (ANG)

ANG

(12)
where is the beam noise power spectrum and

is the element average noise power spectrum. This
interpretation should be used with caution because the
estimate of ANG is biased low because of insufficient
cross-spectral averaging (see (22) at the end of this sec-
tion).

This process differs from the frequency averaging of
broad-band sources first suggested by Baggeroer, Kuperman,
and Schmidt [2] as a means of reinforcing the main lobe and
averaging out the sidelobes. They arrived at the method of
averaging beam power levels in decibels by trial and error.
The method used here is similar to that used in simulations by
Smith, Feuillade, and DelBalzo [29]. Westwood [31] examined
several different methods of summing over frequency and
over elements, including the method described in (10). His
preference for high SNR data in deep water was to include
only the off-diagonal elements of the product of the modeled
and data CSM’s in the beam output frequency average. We

chose the method in (2) and (10) because the results appeared
to be the same or better than those achieved using Westwood’s
methods when applied to our data. We also wished to use
the physical interpretation described above for understanding
and comparing the results of different arrays and processing
methods.

B. Adaptive and Linear Weight Vectors

The weight vectors are calculated for each
position in the search space defined by the source position
(range, depth, and azimuth) and array tilt () for matched-field
replicas. The search space reduces to range and azimuth for
focused plane-wave replicas and azimuth only for plane-wave
replicas.

The weight vectors for the standard linear processor (also
called a Bartlett processor) are the steering vectorsdefined
in the next section, normalized by the number of elements,

(13)

The adaptive process used in the analysis is the minimum
variance distortionless response [3] (MVDR) with white noise
constraint [12], [17]. It differs from the linear processor in that
the adaptive weight vectors for each epoch are calculated
using the CSM which was measured during that epoch

(14)

where is the identity matrix and is the white noise added to
ensure that can be inverted and/or to reduce signal gain
degradation from replica mismatch at a high SNR.

The white noise gain constraint was used as a means of
choosing the value of. The array gain for a processor and
array in a signal field consisting of a perfectly matched signal
and spatially white noise is given by the
inverse of the magnitude squared of the weight vectors [12].
For the adaptive processor, it is given by

(15)

For each steering vector, frequency, and CSM, the added white
noise is iteratively increased [17] until the white noise gain
satisfies , where is a variable chosen to
provide a balance between interference rejection and mismatch
loss. When is small ( is large), the processor behaves
like a purely adaptive processor . When , the
processor behaves like a linear processor. The white noise gain
value is described according to

WNG dB (16)

where WNG dB corresponds to a linear processor and
WNG dB corresponds to a pure MVDR processor.

WNG dB was used in all of the MVDR results shown
in this paper. This was chosen empirically as a compromise be-
tween the robustness of a linear processor and the interference
rejection of the pure MVDR processor.
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TABLE III
GEOACOUSTICMODEL. LINEAR PROFILE IN EACH LAYER

z: depth from the surface;c : compressional sound speed;�: density;� :
compressional wave attenuation. The geoacoustic model assumed no shear
waves.

C. Replica Calculation

The steering vectors are given by

(17)

The modeled replica fields were calculated for each
assumed source positionand array tilt using the KRAKEN
normal mode model [26]. The sound velocity profile, shown in
Fig. 1(b), was measured during the previous 24 h and within
a 5-km range of arrays. The geoacoustic model (Table III) for
propagation in the bottom was from historical data [1] which
were refined by geoacoustic inversions from an earlier experi-
ment [4]. Independent array element location arrival time mea-
surements were made during the events but were not used in this
analysis. Instead, the array was assumed to be straight and the
array tilt was included in the search parameters. For all TLA re-
sults reported here, one tilt was used. It was obtained
as for the maximum correlation averaged over
the pilot tones at the beginning of the event. The same answer
was obtained for the maximum pilot frequency-averaged corre-
lation at the end of the event, indicating that the array did not
change tilt during the event. Previous experiments using more
parameters in the array shape model have shown good agree-
ment with the independent measurements [21].

Note from Fig. 1(a) that the water depth at the position of the
source is less than the depth at the receiving arrays resulting in
down and across slope propagation from the source to the array.
The KRAKEN model used in the replica calculations is range-
independent. The water depth was assumed to be the depth at
the position of the receiving array. The assumption of range-in-
dependent propagation causes errors in the range and depth esti-
mate of the localization peak with small mismatch loss for pro-
cessing bandwidths greater than 1 octave. D’Spain [14] recently
published a full description and explanation of these errors. The
phenomenon was predicted and measured under downward re-
fracting adiabatic propagation conditions. The following prop-
erties were used in this work to obtain detection and localization.

• Significant mismatch in bathymetry (factor2) between
data and calculated replicas in downward refracting
shallow water with adiabatic propagation causes an error
in the range and depth estimate obtained with MFP. The
loss in signal gain due to the depth mismatch is small (
1 dB). As a result, a source can be successfully detected
but at the incorrect range and depth.

TABLE IV
FREQUENCYAVERAGE ASG DEGRADATION MEASUREMENTS(112, 130, 148,

166,AND 201 Hz TONES, LINEAR PROCESSING)

• The apparent source depthis given by

(18)

where is the true source depth, is the water depth at
the location of the source, and is the water depth at the
position of the array. This simple relationship results from
mode stretching as the signal propagates to deeper water.

• The apparent source rangeis given by

(19)

where is the true range to the source and is the
range-dependent water depth along the propagation path
between the source and the array. For the nearly linear
slope for the propagation path, we assume

(20)

obtaining

(21)

After the source is detected, the correct range and depth can
be calculated from (18) and (21).

The quality of the replicas was measured before and after
the broad-band signals were transmitted by estimating ASGD
with linear processing using (11). Only the frequency bins with
high-level signals in the band of the processing (112, 130, 148,
166 and 201 Hz) were included in the average. The results are
summarized in Table IV.

The peak-to-sidelobe ratio obtained with linear MFP on
the high-level signals is a measure of MFP performance
of an array in an ocean environment [7]. For the TLA in the
SWellEX-96 experiment, the peak sidelobe in the frequency-av-
eraged range–depth search space at the bearing of the source
(0 range 10 km, 0 depth 200 m) was 4 dB. With the

1-dB degradation, the resulting peak-to-sidelobe ratio was
approximately 3 dB.

D. Processing Parameters

The characteristics and processing parameters for the arrays
are summarized in Table V.

The FFT bandwidth and the epoch duration used to
obtain the cross-spectral matrices were chosen empirically with
an emphasis on minimizing mismatch loss. CSM estimation has
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TABLE V
ARRAY AND PROCESSINGPARAMETERS

been examined for plane-wave adaptive beamformers by Grant
[18]. Several of his results are applicable when interpreted in the
context of MFP.

A wide-binwidth short FFT duration is desirable to minimize
the number of frequencies in the frequency average (10) and
to maximize the number of samples averaged in each epoch
to obtain the CSM (1). However, two phenomena limit the bin-
width.

• The duration of the FFT must be longer than the time re-
quired for a signal to traverse the largest aperture of the
array. For the arrays in this study, the resulting binwidth
must be less than 6 Hz. For vertical arrays where most of
the important signal and noise propagation is broadside to
the array, the binwidth may be increased.

• The binwidth must be less than the bandwidth of the ap-
plicability of the steering vectors[see (17)], which is de-
termined by loss of array signal gain between a signal at
one frequency and a replica at another frequency. Prior to
completing the processing, we verified that no measurable
ASGD from frequency mismatch within an FFT binwidth
occurred for signals within the processing bandand at
the search ranges used in the experiment.

A long epoch duration is desirable to: 1) minimize the rate
of beamforming calculations and 2) to maximize the number
of samples averaged in the CSM. However, the CSM averaging
time is limited by the stationarity of the signal and noise cross-
spectral matrices and statistical requirements for estimating the
CSM’s.

• The maximum CSM integration time should be less
than the time required for a typical low-level source
to traverse a search cell. This time is large for distant
sources seen by arrays using plane-wave beamforming.
MFP in the SWellEX-96 environment, however, has a

resolution in range of approximately 200 m [7]. A 13-kn
source (target or interference) traveling radially to the
array will transverse this range cell in the 30-s epoch
duration. Faster interferences will be in several resolution
cells during the integration, resulting in less effective
adaptive beamforming. A faster target will suffer a loss
in array signal gain because the steering vector for a cell
will be valid only for the time that the source is within
the search cell. However, faster targets will have higher
source spectral levels reducing the need for signal gain.

• The theory of CSM estimation was first described by
Capon [10], [11]. Its role in adaptive plane-wave beam-
forming was the subject of Grant’s paper [18]. The
important result is that the beam noise level is underes-
timated resulting in a measured ANG (ANG) that is
related to the true ANG (ANG) by

ANG ANG (22)

where is the number of independent samples in the
CSM and is the number of elements. In this analysis
with a 50% overlapped Kaiser–Bessel window (

), the estimation error is approximately3 dB. The
estimation error does not affect SNR or array gain mea-
surements since the estimation error applies equally to
both the broad-band signal and the noise.

IV. DETECTION USING A TLA WITH ADAPTIVE MFP

The results obtained during event S48 using 22 elements of
the TLA receiver deployed from FLIP (Fig. 1) are presented in
this section. They illustrate the full potential of MFP to provide
array gain in addition to range, depth, and azimuth resolution
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(a) (b)

Fig. 3. Correlation (a) RTR and (b) BTR for TLA, event S48. MVDR MFP with WNG= �3 dB using range-independent normal-mode replicas and frequency
averaged over 100–250 Hz. The table at the far right summarizes the signals transmitted during the event. The horizontal lines at 40 and 55 min indicatethe
beginning and end, respectively, of the 118-dB level signal BB5.

for classification and clutter rejection. The event is described in
Section II.

The TLA was initially processed to determine the source
track and array tilt. The 9-tone comb signals at the beginning
and end of the event were processed with broad-band linear
MFP [see (2), (13), and (10)]. The frequency average was taken
over the nine frequencies of the multitone signal. The output
was searched in source positionand in array tilt ( ) to bound
the track of the source signal and to determine the array tilt that
would be used for the rest of the processing ( ). During
the broad-band signals (BB1 through BB4), the search for the
source track was accomplished with linear MFP over the
100–250-Hz band, iteratively refining the track maximizing
the correlation. Since an inconsistent track was obtained with
linear MFP during the period of the weakest signal (BB5),
adaptive MFP [see (2), (14), (16), and (10) with WNG
dB] was used to obtain during this time. This final track
was used to generate the displays for the rest of the processing.

The use ofa priori knowledge is consistent with the objec-
tives of the analysis, which were to determine if the low-level
signal was detectable. Solving the problem of searching the
large range, depth, bearing, and time space at a low SNR is not
addressed here, but is a critical issue for the application of MFP
to passive detection systems.

A. Correlation Displays

Using the source track, broad-band adaptive MFP [see (2),
(14), (10), (16)] with WNG dB was performed on the 1-h
data set to generate two types of display formats, shown in Fig. 3.
The narrow-band correlation was calculated at each frequency
and averaged over 150-Hz bandwidth from 100 to 250 Hz.

The bearing-time record (BTR) correlation surface is gener-
ated by focusing at the source range and depth as they change
with time. A gray-scale map of output correlation [(10)] is
plotted versus time and the assumed bearing of the replica
steering vector. The bearing is calculated relative to TLA broad-
side with increasing bearing in the easterly direction toward
shore [see Fig. 1(a)]. The bearing is plotted only between90
and 90 because of the inherent left/right ambiguity of the
TLA and range-independent normal mode replicas. The output
correlation scale in decibels is shown at the bottom of the BTR
with 0 dB corresponding to perfect correlation. This plot is
similar to the BTR generated with plane-wave beamforming of
horizontal arrays.

The range time record (RTR) correlation surface is gener-
ated by focusing at the source bearing and depth as they change
with time. The grayscale map representing the output correla-
tion is shown plotted versus time and the assumed range. The
range is calculated relative to the position of the bottom TLA
hydrophone and plotted from 0 to 10 km. The RTR illustrates
the range resolution of MFP and has the most contrast for the
detection of weak signals.

The depth-time record, generated by focusing at the source
range and bearing, is not used in this paper because it is not as
good as comparing RTR plots at different depths.

As described in Table II, the source level was changed during
the event. The source levels for the various time periods are
shown on the right of Fig. 3. The signal can be seen most clearly
on the RTR, starting at a range of4 km and drifting to a range
of 5.2 km as the source ship drifted away from FLIP. The range
of the detection on the display is slightly larger than the true
range because of localization error caused by the depth mis-
match of the normal mode replicas [14] (see Section III-C). The
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signal is also seen on the BTR at bearing and drifting
slightly toward endfire east.

The changes in source level can be seen on the displays
with the highest level most clearly visible. The horizontal
white lines denote the beginning and end of the weakest (BB5)
signal transmission. While the dynamic range of the correlation
output washes out the displays, the source is seen on both the
RTR and BTR displays throughout the event.

Several features of Fig. 3 can be explained by recalling from
the discussion of (12) that the correlation output, when no signal
is in the search cell, is the ANG. The white regions in the RTR
and BTR during the transmission of the high-level signal (BB1)
correspond to ANG dB. The low noise gain in the ranges
and bearings away from the source results from the rejection of
the source’s sidelobe energy by the array with adaptive MFP.
Some residual source sidelobes can be seen in the RTR as ver-
tical stripes while the source is at high signal level .

The correlation BTR on the right illustrates the directional
nature of the noise in the range/depth/bearing resolution cell.
High noise (ANG dB) is measured in the upslope
direction ( ) toward San Diego Harbor which also
corresponds to the endfire direction of the TLA where the
azimuthal beamwidth is wide. Fig. 1 shows that several ships
also passed through these directions. Low noise (ANG
dB) is seen for north/south bearings which are pointed away
from the harbor and correspond to TLA broadside where
the azimuthal beamwidth is narrow. The array noise gain is
approximately 20 dB in the vicinity of the source during the
first half of the BB5 signal. The time period between 41 and 46
min where the received level is low and noise in the vicinity of
the source is most stationary will be used later to compare the
array performance with predictions. (Recall from the discussion
with (22) that the covariance average underestimates the noise
and ANG by approximately 3 dB. Thus, the true ANG in the
vicinity of the source is near 17 dB.) Later analysis will show
that the signal excess decreases during the time period between
46 and 56 min as the region around the source becomes more
noisy.

Some interference can be seen in the correlation BTR during
the time of the BB5 signal starting at90 degrees (to the east)
and crossing TLA broadside just prior to the end of the BB5
signal transmission. These two interference tracks are attributed
to residual sidelobes of the surface ship just west of FLIP seen
on Fig. 1. While the BTR is focused at the range and depth of
the drifting source, the interference is still seen. This illustrates
that, while gain is achieved against interfering surface ships,
their bearings tend to be noisy at all ranges and depths. Note
that no evidence of the surface ship interference is seen on the
RTR which is focused at different bearings.

B. Detection Displays

While the correlation displays give information about noise
directionality, the low-level BB5 signal is difficult to see. In
order to reduce the dynamic range in the display and to enhance
the visibility of the signal, the detection displays shown in Fig. 4

are used. For each display, a detection level (DL) is obtained by
estimating the local output SNR

DL (23)

where is the correlation level at positionand
is an estimate of the correlation levels in the vicinity of the
search cell at position . When the cell contains a source,

is proportional to the signal power plus the noise
power in the cell while is an estimate of . An
estimate of the output SNR is obtained by subtracting 1 from
the ratio.

(24)

For the purposes of this paper, the RTR and BTR displays were
treated independently with the local noise estimated separately
for each surface. Future work should examine the estimation of
the local noise level as an average of the noise in the volume
surrounding .

The range detection level (RDL) used for the RTR is calcu-
lated as

RDL (25)

where is the median of the correlations within375
m ( 2 resolution cells) of the range. Similarly, the bearing
detection level (BDL) is calculated as

BDL (26)

where is the median of the correlations within
( 1 resolution cells) of the bearing. The range of the me-
dians were chosen empirically to maximize the output signal ex-
cess which is discussed in the last technical section of this paper.
When the argument of the logarithm was negative, the value
was set to 10 . The output, shown in Fig. 4, is plotted using
a grayscale showing detection level (OSNR) values between

20 and 0 dB. The high-level BB1 and BB2 signals which have
OSNR dB are truncated at 0 dB.

This process whitens the background noise and is similar to
noise estimation and removal processes used for the detection
of narrow-band lines in spectrograms [24, pp. 146–148]. Note
also that the correlation output SNR (OSNR) is equal to the
power OSNR because the normalization used in the correlation
calculation (5) is independent of the search space parameters.

Fig. 4 shows the detection RTR and BTR displays for event
S48, corresponding to the correlation records shown in Fig. 3.
The horizontal lines denote the beginning and end of the weakest
(BB5) signal transmission. The source is clearly detected be-
tween ranges between 4 and 5 km throughout the BB5 time pe-
riod on the RTR. The residual sidelobes can be seen during the
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(a) (b)

Fig. 4. Detection (a) RTR and (b) BTR for the TLA, event S48, corresponding to Fig. 3. Detection levels (OSNR estimates) are plotted on a grayscale between
�20 and 0 dB.

(a) (b) (c)

Fig. 5. TLA detection RTR’s focused at depths of (a) 30, (b) 56, and (c) 90 m following the target bearing, for event S48, corresponding to Fig. 3. Detection
levels (OSNR estimates) are plotted on a grayscale between�20 and 0 dB.

transmission of signal BB1. During the time that BB5 was trans-
mitted, the background is much smoother with few false tracks.
The BTR detection display does not show the signal (
bearing) as strongly as the RTR does.

Two other detections with changing bearing are seen on the
BTR starting at the beginning of the BB5 signal and contin-
uing to the end of the record. The signals are changing bearing
starting around endfire west ( 90 ) and ending slightly east of
broadside. These two detections are attributed to residual side-

lobes of the surface ship just west of FLIP seen on Fig. 1. The
interfering signal is not observed in the RTR which is focused
on the changing bearing of the source.

C. Depth Resolution

The three detection RTR displays shown in Fig. 5 illustrate
MFP depth resolution of weak signals. Each display is focused
at the bearing that moves with the source and at different fixed
search depths of 30, 56, and 90 m. While the source track is
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Fig. 6. Track cell spectrogram for the TLA, event S48, corresponding to Fig. 3.

clearly seen during the BB5 signal on the RTR focused at a 56-m
depth, it is not seen on the RTR’s focused below and above the
source. The depth resolution for the water depth of the SWellEx
experiment area is 15 m [7].

D. Track Cell Spectrogram

Once the source is detected and the range, depth, and bearing
track are measured, the processor can be programmed to
focus on a resolution cell following the source track. The cell
output power spectrum level

COPSL (27)

from (4) is plotted in Fig. 6 to form a track cell spectrogram. It il-
lustrates all of the signals transmitted by the source during event
S48. The 9-tone comb signal is seen in the first and last 5-min
segments of the hour. The broad-band signals are seen in the
100-400-Hz band. The programmed changes in source level are
also seen. During the time that the BB5 signal was transmitted,
the track cell spectrogram shows no particular signal frequency
that exceeds the noise level. This illustrates that the detection
obtained would not have been obtained without integrating the
output over frequency.

Multipath interference fringes are seen on the beamformer
output spectrum. One might expect that these fringes should
not be visible at the output of a matched-field beamformer
since this beamformer combines the interfering multipaths.
Fig. 7 shows the results of simulations that illustrate that the
interference fringes result from incomplete recombination of
the interfering multipaths because the array does not fully fill
the water column. The simulation uses a flat spectrum signal
between 100 and 400 Hz varying in level and following the
track and depth of the source as in event S48. Range-indepen-
dent replicas and noise-free data are calculated using conditions
identical to those used in Fig. 6. A VLA and linear MFP are
used for simplicity and to focus the results on the multipath
interference effects. Fig. 7(a) shows the predicted spectrogram

for a single hydrophone at the center water column. Fig. 7(b)
shows the track cell spectrogram for a 22-element VLA with the
same vertical aperture as the TLA. Note that the spectrogram
shows interference fringes similar to the real data spectrogram
(Fig. 6). These fringes are not seen in Fig. 7(c), which shows
the predicted spectrogram for a 54-element VLA that spans the
200-m water column.

V. ARRAY AND PROCESSINGCOMPARISONS

A. Adaptive MFP Using Arrays with Vertical Aperture

The results discussed above were obtained with the TLA and
adaptive MFP (MVDR with WNG dB) and represent
the best results obtained for event S48. This section briefly
compares the detection performance of the co-located TLA and
VLA arrays with linear and adaptive processing. Fig. 8 shows
detection RTR’s for the four combinations of the TLA and
VLA arrays with linear and adaptive processing. The RTR’s are
displayed best (left, TLA with MVDR) to worst (right, VLA
with linear processing) based on signal excess measurements
described in the next section.

The TLA-MVDR result is clearly the best with the highest
SNR. The VLA results show a short range interference at the
beginning of the BB5 period. The interference is rejected by the
azimuthal resolution of the TLA which is tracking the drifting
source in azimuth. The same interference is seen in the TLA
BTR shown in Figs. 3 and 4.

The TLA results show a broad vertical stripe at short range.
The TLA-MVDR result appears to have some faint false tracks
which follow the source track at slightly longer range. These
are attributed to residual range sidelobes of the source, similar
to those seen for the strongest source levels.

In order to make the comparison quantitative, the output
SNR was measured with the following procedure. For each
time in the detection display, the range of the source and the
peak OSNR (25) were chosen from the TLA-MVDR detection
RTR as the highest peak in the display between 0.4 and 9.6 km.
Peak values for the other array-processing combinations were
chosen as the peaks picked within100 m ( resolution
cell) of the TLA-MVDR range. (The VLA and TLA were
approximately 40 m apart with the source approximately
broadside to the baseline between the arrays.) Fig. 9 shows
this peak OSNR for the four combinations of arrays and
processing for the time periods BB3 through BB5. Signals with
negative OSNR are visible because the large time–bandwidth
( ) averaging smoothed the background noise.

Looking at the time during the transmission of BB5 starting
at 40 min, the TLA-MVDR combination has the highest OSNR
at 3 dB, approximately 5 dB above the TLA-linear and
VLA-MVDR results which are comparable. The VLA-linear
result is another 5 dB down and is barely visible during the
entire BB5 period. These results agree with the ordering of
Fig. 8 and remain consistent for the higher SNR signal periods
of BB3 and BB4. Between 45 and 55 min, the OSNR drops as
a result of the rise in the background noise level seen in the
BTR of Fig. 3.

Note that the times when the signal level was changed from
BB3 to BB4 and then to BB5 can be seen and that the OSNR
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(a) (b) (c)

Fig. 7. Simulated track cell spectrograms: (a) single element in the middle of the TLA, (b) 22-element VLA (uniformly spaced) of the same aperture and position
of the water column as the TLA, and (c) 54-element VLA (uniformly spaced) spanning the entire water column.

(a) (b) (c) (d)

Fig. 8. Detection RTR’s for processor and array comparison, ordered left to right: (a) TLA with MVDR (WNG= �3 dB), (b) VLA with MVDR (WNG = �3

dB), (c) TLA with linear processing, and (d) VLA with linear processing. All results are focused at the depth of the target. The TLA results follow the target
bearing. Event S48 corresponds to Fig. 3. Detection levels (OSNR estimates) are plotted on a grayscale between�20 and 0 dB.

changes by the 4 dB that the input SNR was changed. This
is evidence that the source signal level was the intended 24
dB below the level of BB1. The 4-dB change was not seen at
the highest signal levels because, with mismatch, the MVDR
process is not linear, resulting in greater ASGD at higher SNR’s
[6], [3].

B. Focused PWB Using an HLA

The clutter reduction resulting from the combination of
azimuthal and depth resolution can be appreciated by looking
at the adaptive focused plane-wave beamforming (PWB) output
from the AODS-N HLA with processing parameters nearly

identical to those used with MFP and the TLA. AODS-N,
shown in Fig. 1(a), was deployed on the bottom in a 213-m
water depth, 1.5 km south of FLIP. The 28 elements of the
array were deployed in two aperiodic subarrays over a 240-m
aperture aligned 36from north. The array was in a slight
“V” shape with a 15-m total displacement from a straight line
toward the northwest.

The array was processed with adaptive focused PWB with
the AODS-N parameters listed in Table V. The replica fields
(17) were calculated using a curved wavefront model focused
at the 2-km range of the source from AODS-N. The correlation
and detection BTR’s are shown in Fig. 10. The BDL was calcu-
lated using (26), where the median was taken over3 ( 1
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Fig. 9. Output SNR comparisons. TLA with MVDR (WNG= �3 dB), VLA
with MVDR (WNG = �3 dB), TLA with linear processing, and VLA with
linear processing.

resolution cells). The bearings are plotted as azimuth relative
to north for 360 with endfire and broadside directions labeled
on the correlation BTR. The source is the strong line between
broadside and endfire south ending at 145bearing. The fainter
line to the right ending at 280is the blurred combination of the
two backlobes of the source track resulting from the “V”-shaped
array.

The strong surface interference which is to the right of end-
fire south starting at 25 min and progressing past 360toward
endfire north is the track of the surface ship seen to the west of
FLIP on Fig. 1(a). The dual backlobes of this interference are
particularly evident to the left of endfire south in Fig. 10. The
bearing track of the sidelobe detection seen in the MFP BTR’s
in Figs. 3 and 4 is consistent with the track of this ship. The
times also correspond with the sidelobe interferences seen on
the VLA RTR’s in Fig. 8.

The several narrow interfering tracks seen ending around
are the northbound ships seen shoreward of FLIP in Fig. 1. No
evidence of these ships is seen on the MFP RTR and BTR dis-
plays.

The directional nature of the ambient noise field is not as evi-
dent on the correlation BTR as with the TLA (Fig. 3) because the
broadside narrow beams are pointing in the high noise direction
toward San Diego Harbor. The fatter endfire beams are pointing
in the quiet directions north and south. Thus, the AODS-N ori-
entation results in a more uniform noise background.

The drifting source is detectable between broadside and end-
fire south with SNR’s greater than or equal to that obtained
with the TLA. The higher SNR is expected given the larger
horizontal aperture, the slightly larger number of elements, the
shorter range, and the possibility that the tow ship contributes
to the detection of the low-level source. A quantitative compar-
ison is not made because of the inability to estimate all of these
factors.

Several other surface targets are also detected on the
AODS-N array. The presence of these interferences clutters
the BTR, complicating the detection and classification of the
submerged source.

VI. QUANTITATIVE MEASURES OFMFP DETECTION

PERFORMANCE

In order to put the processing results into perspective, we
use the sonar equation to examine the detectability of the BB-5
signal in event S48 [9, p. 379]. The signal excess (SE) is given
by the difference between the output SNR and the detection
threshold (DT)

SE OSNR DT ISNR AG DT (28)

where ISNR is the input SNR averaged over the pro-
cessing band and the array elements and AG is the array gain

AG OSNR ISNR (29)

AG is also related to ASGD and ANG [discussed in (11) and
(12)] as

AG ANG ASGD (30)

AG and DT are the quantitative measures of the detection per-
formance examined here for the array and processing combina-
tions shown in Fig. 8.

A. Output SNR and Array Gain

This section examines the AG achieved during the first 5 min
(minutes 41–46) of the duration of the BB5 signal while the
OSNR for the TLA was fairly constant at3 dB (see Fig. 9). To
measure the AG, we need to estimate the input SNR (ISNR). The
measured AG will be compared with a calculated approximation
of the AG and the directivity index of the arrays.

The signal transmitted during event S48 is described in
Table II. The received spectrogram, averaged over the 22
elements used in the processing of the TLA, is shown in Fig. 2.
The 9-tone comb and BB1 signals are visible. The time period
for the transmission of the BB5 signal is highlighted between
the horizontal white lines.

Fig. 11(a) shows the time- and element-averaged input
received power spectral levels IRSL and IRSL ,
measured on the TLA during minutes 6–11 (signal BB1) and
during minutes 41–46 (signal BB5), respectively. The shaded
area designates the processing band (100–250 Hz). Since
IRSL in the band of BB1 is 5–10 dB above the noise
level just outside of the band, it is a good approximation of
the level of the BB1 signal only. The input received source
spectral level of signal BB5, IRSSL , is estimated from
IRSL by

IRSSL IRSL (31)

where (= 24 dB for BB5) is the change made in source level
from signal BB1, and ( dB for BB5) is the change
in transmission loss resulting from source drift. IRSSL
is also plotted in Fig. 11(a).

As a check on the validity of (31), the time-averaged track
cell output power spectral level (COPSL) from (4) and Fig. 6
is also plotted. COPSL, which includes both signal and noise
power, is below the estimate of IRSSL because of the 1-dB
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Fig. 10. Correlation and detection bearing time records from AODS-N HLA, MVDR with WNG= �3 dB using PWB replicas focused at 2 km and frequency
averaged over 100–250 Hz. The endfire and broadside directions are labeled on the correlation BTR.

ASGD (Table IV) and the 3-dB underestimation of the source
level from inadequate CSM averaging (22).

Since IRSSL is 20 dB below IRSL , the latter
measured spectrum is a good approximation of the input noise
level during signal BB5

IRSL INL (32)

The ISNR spectrum is the difference between IRSSL and
INL

ISNR IRSSL IRSL (33)

which is plotted in Fig. 11(b). The logarithm of the average input
SNR over the processing bandISNR was 18.5 dB.

Going back to Fig. 9 and (25), the OSNR for TLA-MVDR
averaged over the processing band and over the 41–46-min
duration of the time averagingOSNR was 3.0 dB.
The measured AG is the difference between OSNR and
ISNR

AG OSNR ISNR (34)

which gives an AG of 15.5 dB for a TLA with MVDR pro-
cessing. This number is consistent with the ANG estimate of

17 dB obtained from the correlation display in Fig. 3 since
ANG does not include the 1 dB of ASGD (see Table IV).

Similar calculations were done for the other array and pro-
cessing combinations shown in Figs. 8 and 9. The results are
summarized in the first row of Table VI. It should be noted that
the AG for the TLA depends on the steering azimuth and the am-
bient noise field. Referring to Fig. 3, the source was on a quiet
azimuth during the time that the AG was measured. The AG will
vary with azimuth with the same dependence as the ANG [(12)].

(a)

(b)

Fig. 11. (a) Time-averaged spectra for event S48 obtained from a spectrogram
are shown (Fig. 2). IRSL(BB1) (averaged from 6 to 11 min) is a measurement
of the input received signal level of the BB1 signal. IRSL(BB5) (averaged
from 41 to 46 min) is an estimate of the noise level measured during the
transmission of the BB5 signal. IRSSL(BB5) was obtained by subtracting25

dB from the IRSL(BB1) trace. It is an estimate of the received level of the BB5
signal. COPSL(BB5) is the time-averaged track COPSL focused at the target
and obtained from the track cell spectrogram (see Fig. 6). (b) Estimated ISNR
spectrum for a TLA averaged over the time period between 41 and 46 min in
event S48 of SWellEX-96. The shaded area represents the 100–250-Hz band of
the processing.
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TABLE VI
PERFORMANCEMEASUREMENTS FOR THEBB5 SIGNAL FOR THE TIME PERIOD 41–46 MIN

AG predictions are awkward to discuss in a generic way be-
cause it depends in complicated ways on array aperture, the
number of elements, and the directionality of the noise field,
all of which vary with frequency. It is often predicted as

AG (35)

where is the number of independent samples. We assume
that noise samples separated vertically by one wavelength and
horizontally by wavelength are independent [27, pp. 84–86
and 180] so that the number of independent samples for vertical
and horizontal arrays are

otherwise
and

otherwise
(36)

respectively. m is the length of the VLA,
m is the horizontal aperture of the TLA, andis the speed of
sound. This method of predicting AG takes into account the ver-
tical anisotropy of the noise but neglects horizontal noise direc-
tionality. The predicted AG, obtained by averaging (35) over the
processing band, is shown in the second row of Table VI. The
third row lists the directivity index ( ), which is the AG that
would be achieved in an isotropic noise field. is calculated
as the frequency average of

(37)

where is

otherwise
(38)

and m is the length of the arrays.
The measured AG for the TLA with MVDR was 2 dB in

excess of and 3 dB in excess of . It is 4 dB better than
the next highest combination and 9 dB better than the VLA with
linear processing.

B. Detection Threshold and Signal Excess

The detection threshold is a measure of signal detectability in
a noise background. For broad-band signals, it is expressed as
[9, pp. 428–433]

DT (39)

where is the integration time and is the processing band-
width. The detection index is a parameter of receiver operator
characteristic curves and is defined as the SNR at the detector
required to achieve a given probability of detectionand prob-
ability of false alarm for a signal with . The value
of (and ) assumed in making predictions depends not only
on the chosen values of and , but also on the statistics of
the noise in the search space. Predictions for Gaussian statistics
are presented in many books [9, pp. 428–433], [30].

For the purposes of comparing detection performance, we se-
lect a threshold for each array-processor combination shown in
Fig. 9 during the time of the BB5 signal using the following pro-
cedure.

• The range detection level [(25)] samples at all ranges be-
tween m m for the times between

min are concatenated and sorted.
• The level exceeded by 5% of the samples is chosen as

a threshold which is called the threshold marking level
for marking rate.

• The RTR’s are replotted such that any sample exceeding
the threshold is black and the other samples are white.

The resulting plots, called thresholded RTR’s, are shown in
Fig. 12. Signals which exceed the marking levels have OSNR’s
greater than the marking level

OSNR ML (40)

The marking level can be considered an empirical detection
threshold. When it is obtained in the same way for each
array-processing combination, MLis a measure of the
smoothness of the background in which the detection is being
made. (This interpretation is not meaningful for detections in a
background dominated by the sidelobes of a strong interfering
signal as during the transmission of signal BB1.) Like the
detection threshold, it is low for a smooth background and
higher for a rough background. MLare listed in Fig. 12 and
in Table VI along with the associated detection index, which
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(a) (b) (c) (d)

Fig. 12. Thresholded RTR’s. The threshold (ML) was chosen for each array and processing combination to give a marking rate of 5% for the time period between
41 and 54 min. (a) TLA MVDR. ML = �9:7 dB. (b) VLA MVDR. ML = �11:2 dB. (c) TLA linear. ML = �9:6 dB. (d) VLA linear. ML = �12:6 dB.

was obtained from (39) by setting DT ML and using
TW (see Table V).

The marking rate differs from the probability of false alarm
because the some of the marks include the signal. Thus,is
less than the 5% marking rate. The true for the TLA-MVDR
combination is more like 2% while it is closer to 5% for the
VLA-linear combination. The differences could have been
avoided using our knowledge of the location of the signal.
However, since such knowledge is not available when setting
the threshold for realistic detection systems, the above method
was chosen as a more realistic comparison of the array and
processing systems. Note also that theused in this context
is based upon a single 30-s scan and does not include reductions
from integration along tracks.

Examination of the thresholded RTR’s in Fig. 12 supports the
ranking of the systems as that based on the measured AG shown
in Table VI. Note, however, that the detection threshold for the
VLA is considerably lower than for the TLA in spite of the in-
terfering sidelobes in the first half of the BB5 time period. This
is supported by the smoothness of the VLA detection RTR’s in
Fig. 8.

We compare the array and processing combinations discussed
in this paper by calculating the signal excess using (28) where
the detection threshold DT ML for a constant marking rate
is subtracted from the OSNR. The results are plotted in Fig. 13
where we see that the TLA–MVDR combination of array and
processing has the largest signal excess.

VII. SUMMARY AND CONCLUSIONS

We have presented evidence that low-level signals are de-
tectable in a typical shallow-water noise environment with mod-
erate shipping interference using adaptive MFP techniques ap-
plied to arrays with vertical aperture to the water depth.
The best detection performance was obtained with the TLA with
the MVDR adaptive algorithm using white noise gain constraint
(WNG dB). The measured array gain which exceeded
the directivity index by 3 dB resulted primarily from the az-
imuthal directionality of the noise field observed with the 4to
8 bearing resolution of the TLA. A spectrogram following the

Fig. 13. Signal excess for a 5% display marking rate measured during signal
BB5.

track of the source showed multipath interference effects in the
MFP output for arrays with vertical aperture less than the water
depth.

A quantitative comparison of the detection performance of
the TLA and the VLA with both linear and MVDR processing
indicated that, for this test, the TLA–MVDR combination
showed the largest signal excess for low-level signals. The
VLA–MVDR and TLA–linear combination were comparable
and slightly better than the VLA with linear processing. In
general, the VLA had less AG than the TLA, but the smooth-
ness of the background (resulting from the inherent azimuthal
averaging) allowed a lower detection threshold for the same
5% probability of display marking.

Qualitative comparison with a nearby HLA indicated that the
OSNR’s were comparable but that detection and classification
with the HLA was complicated by the multiple surface ship in-
terferences.
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